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Abstract

We have recently witnessed a number of impressive results on hard mathematical
reasoning problems with large language models (LLMs). At the same time, the
robustness of these models has also been called into question. Building on the idea
of behavioral testing, we propose a novel framework, which pins down the causal
effect of each factor in the input, e.g., the surface form of the problem text, the
operands, and math operators, on the output. By grounding the behavioral analysis
in a causal graph describing an intuitive reasoning process, we study the behavior
of LLMs in terms of robustness and sensitivity to direct interventions in the input
space. We apply our framework on a test bed of bivariate math word problems.
Our analysis shows that robustness does not appear to continuously improve as
a function of scale, but that the recent LLM, GPT-3-Instruct (175B), achieves a
dramatic improvement in both robustness and sensitivity, compared to all other GPT
variants. The full paper is available at https://arxiv.org/abs/2210.120232.

1 Introduction

Math reasoning has been a longstanding challenge for AI [2], as it requires both the linguistic ability
to map a problem into a set of mathematical operations, and the ability to execute the math operations
correctly. While there has been a lot of work on building supervised domain-specific solvers for these
problems in the past decade [8; 10; 20; 25; 21–23, inter alia], recently, we have seen astounding
progress in this area led by the development of large language models (LLMs) [4; 5] and nuanced
ways to prompt them [6; 28; 30]. Yet, the robustness of these models on the math reasoning tasks
remains questionable [14; 18].

A well-known way to check robustness of models is behavioral testing using a CheckList [19].
CheckLists are metamorphic tests (as in software engineering), such as invariance tests and directional
expectation tests, used to identify critical failures in our models. Inspired by the robustness study
presented in Patel et al. [14], we investigate the robustness of the reasoning in LLMs, building our
approach on the idea of behavioral testing that underlies the CheckList framework.

To achieve this goal, we propose a causal framework to quantify the robustness of NLP models’ math
reasoning ability. Specifically, we first describe a causal graph formulation of math reasoning, where
the goal is to quantify the difference in the structural causal models (SCMs) of human reasoning and
model judgment. We consider causal factors such as the textual framing of the question, number
operands, and operations. Then, we identify the set of interventions feasible in the context of math
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Figure 1: Causal graph of model predictions on math questions. Explained in detail in the text.

word problems (MWPs), and provide a causal inference framework to obtain causal influences of
each factor via direct do-interventions [15] and causal mediation analysis [16]. Using our framework,
we disentangle the factors affecting the model’s predictions and measure their influence. This way,
we are able to provide insights into the model’s reasoning in terms of robustness and sensitivity.

Finally, we apply our framework and evaluate a series of GPT models. We show that larger GPT
models tend to be more sensitive to changes in the ground-truth result of a MWP, but not significantly
more robust. An exception to thus phenomenon is the most recent and largest variant of Instruct-GPT-3
[13], which shows a remarkable improvement in both sensitivity and robustness.

2 The Framework

We present our framework for bivariate MWPs with a single arithmetic operation (addition, subtrac-
tion, multiplication or division). This framework can be extended to more variables and other math
problems in future work.

We consider a dataset D of MWPs, where each problem is denoted as a question Q. Q is an ordered
list (t, (n1, n2), g) consisting of a question template t with two operands n1, n2, and the ground-truth
result g. Each question template t := (o, s) further contains two types of information: the arithmetic
operation type o ∈ {+,−,×,÷} implicitly expressed in the question, and the text surface form
s irrelevant to the arithmetic operation. The ground-truth result g = fo(n1, n2) is calculated by
applying the operation fo(·, ·) on the two operands. An example math question in this form from
Patel et al. [14] is: ( t = “Mark has n1 trees in his backyard. If he plants n2 more, how many trees
will he have?”, (n1 = 12, n2 = 13), g = fo(n1, n2) = n1 + n2 = 25).

Our goal is to quantify the reasoning abilities of a modelM on the set of problems Q ∈ D. We assume
thatM takes Q as input and predicts a probability distribution of the result R: P (R|(t, (n1, n2))).
Our formulation below will be easier to understand using this finite discrete set, and can be generalized
to infinite or continuous sets for other types of operands in future work.

2.1 Question Reformulation

We address the research question: Is a model reasoning robustly on MWPs? by comparing the causal
mechanisms of the model’s decisions to an hypothesized human reasoning mechanism. Note that we
do not claim to know how humans reason about these problems. We simply propose a reasonable and
intuitive mechanism inspired by studies on the independence of language and mathematical reasoning
in humans [3; 12].

Human reasoning mechanism. The causal mechanisms of how humans might solve Q include
o = fabstract(Q) and g = fo(n1, n2), where they first abstract the arithmetic operation o from the
problem Q by some cognitive process fabstract, and then apply the operation to the operands to
obtain the result g. We show these mechanisms in the green subgraph G1 of Figure 1.

Model reasoning mechanism. In contrast, the causal mechanisms of how a model might solve
Q are r = fblackBox(t, (n1, n2)), where we are unsure about what part(s) of Q the model takes into
account, and how it operates over the relevant variables.
Thus, we draw all possible causal mechanisms that might take place in the black-box model fblackBox

in the model causal graph G2 in Figure 1. (1) The model might attend over the question template t
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in two ways: paying attention to the text surface form s via the causal path T → S → R, or text
relevant to the math operation o via the causal path T → O → R. Moreover, (2) the model might
also attend to the operands n := (n1, n2) via a causal path N → R. Finally, (3) if the model learns
the correct causal mechanisms as in the human cognitive process, it should capture how the operator
and the operands matter to the ground-truth result g (via O → G and N → G) and then the model
prediction should be sensitive to any changes in the ground truth, namely G → R. No spurious
correlations can directly affect R without going through the mediator G.

Hence, to answer the question “How robust is the mathematical reasoning of a model on MWPs?”
we can answer the following subquestions:

1. How does R change in response to G? By quantifying this, we assess the sensitivity (correct
responsiveness) of the model to changes in the problem. In other words, does the model
correctly adjust its prediction in response to a change in the correct solution of the problem?

2. What is the (unwanted) direct causal effect size of S → R, and N → R? We see the
quantities as a measure of the brittleness (i.e., wrong responsiveness) of the model to result-
preserving changes in the input. The lower the direct causal effect of S and N , more robust
the model is.

2.2 Interventions and Causal Effect Measured

After formulating the causal graph, we identify the feasible actions that allow us to perform our
causal analysis. In the context of MWPs, we perform (1) direct intervention on all possible n1, n2,
and (2) partially controllable interventions on T . We can replace the template T in one of the two
ways: (2a) both S and O are affected, or (2b) S is affected but O is not affected.

Causal Effects of the Operands. When intervening on the operands N := (N1, N2), we can obtain
the size of the total causal effect (TCE, i.e., the joint effect through all the directed causal paths from
a variable to another) of N on R, namely

TCE(N on R) :=Eint+
N [R]− Eint−

N [R]. (1)

Here, Eint+
N [R] denotes the expected result after intervention on N and Eint−

N [R] denotes the expected
result prior to the intervention.

We can quantify the direct causal effect (DCE, i.e., the effect from the directed causal path from a
variable to another that does not go through any intermediate variables) [16] of N on R, namely the
strength of the direct causal path N → R, by controlling for G to be fixed when we intervene on N :

DCE(N → R) :=
∑
g

P (G)(Eint+
N [R|G = g]− Eint−

N [R|G = g]) . (2)

Causal Effects of the Text Surface Form. As for the operands, we can compute both the direct and
indirect effects of the surface form representing the math problem. In particular, intervening on T
without controlling for O (intervention 2a above), we can compute the total effect, i.e.,

TCE(T on R) :=Eint+
T [R]− Eint−

T [R]. (3)

Controlling for the operation O (intervention 2b above) will instead allow us to obtain the direct
causal effect of the surface text:

DCE(S → R) :=Eint+
S [R]− Eint−

S [R] (4)

=
∑
o

P (O)(Eint+
T [R|O = o]− Eint−

T [R|O = o]) . (5)

The only adaptation that we need to make with regard to the MWPs is that it is not feasible to
enumerate all possible perturbations of S. Therefore, the practical results that researchers can achieve
are over a certain subset of S. In practice, we obtain this effect by replacing the original template
with different one describing the same operation o. We provide the details and the formal description
of our intervention procedure in Appendix C.
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2.3 Quantifying the Causal Influence

Given a pair of problems Q : {t, (n1, n2), g} and Q′ : {t′, (n′
1, n

′
2), g

′} representing an interven-
tion do(X : x → x′), where X ∈ {T , S,N}, denote the distribution before the intervention as
P (R | (t, (n1, n2))) as P and the distribution after intervention P (R | (t′, (n′

1, n
′
2))) as P ′. The sup-

port of R isR, the set of possible results. We quantify the causal effect of a factor X on the model’s
prediction R in two ways. The first one is by assessing the change in the the predicted result. That is,
we compute dcp(P, P

′) := 1(r ̸= r′), where r = argmaxx∈R P (x), and r′ = argmaxx∈R P ′(x).
The second metric that we use is the relative change in the probability assigned by the model to g and
g′ (drcc). We provide a detailed definition of the metric in Appendix D.

3 Experiments
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Figure 2: Comparison of DCE(N → R) and
TCE(N on R). We use some approximation method
for GPT-3 (denoted by ∗) which is explained in Ap-
pendix Appendix F.

For our analyses, we use instances of math
word problems from three popular datasets:
ASDiv-A [11], MAWPS [9], and SVAMP
[14]. We use our framework to assess
the robustness of reasoning in eleven pre-
trained LMs: five sizes of GPT-2 [17] (dis-
tilled [24], regular, medium, large, and XL),
GPT-Neo 1.3B and 2.7B [1], GPT-J-6B
[26], and the Instruct versions [13] of GPT-
3 [4] (Babbage, Curie and Davinci).3

3.1 Results

DCE(N → R) represents the undesired
effect for a model to being mistakenly re-
sponsive to a change in N not leading to
a change in the result g (low robustness),
whereas higher values of TCE(N on R)
indicate a higher ability of the model to
correctly adjust the probability weight as-
signed to the new solution g′ after the inter-
vention (high sensitivity). From the results
in Figure 2 we notice that larger models
exhibit a larger TCErcc/DCErcc ratio. In particular, in GPT-3 Curie and GPT-J-6B, the TCE is,
respectively, 3.5x and 12x larger than the DCE. In GPT-3 Davinci, the total causal effect grows
as much as 1000x larger than the DCE. The magnitude of the two effects in terms of change of
predictions dcp is comparable for all models except GPT-3 Davinci. For small models (Distilled and
Regular GPT-2) DCEcp and TCEcp are considerably smaller than for other models, indicating high
robustness but low sensitivity. Contrarily, for InstructGPT-3 we observe a remarkable 63% absolute
difference between direct and total effect. We report a different visualization of the direct causal
effect of N on the the model’s prediction in Appendix E.2.

The results relative to the total causal effect of the question T and the direct causal effect of the
irrelevant text elements S on the model’s prediction are reported in Appendix E.1. The results
observed for the two kinds of intervention do(T : t→ t′) and do(N : (n1, n2)→ (n′

1, n
′
2)) show

similar trends. Small models (Distilled and Regular GPT-2) exhibit low sensitivity to interventions.
Larger models (from GPT-2 Medium to GPT-Neo) appear to be more influenced by changes in both
N and T . However, they display similar sensitivity to both result-altering and result-preserving
interventions. An improvement in sensitivity is noticeable in GPT-J and GPT-3 Curie, though not
accompanied by an improvement in robustness. A remarkably different behaviour is instead showed
by GPT-3 Davinci, which demonstrates substantially higher sensitivity to result-altering interventions
(high TCE), and higher robustness (in terms of prediction change). These results seem to support the
so-called emergent abilities hypothesis [27], which postulates the existence of skills that are displayed

3Experiments with GPT-3 are carried out under the constraints set by the OpenAI APIs (https://openai.
com/api/), which prevent us from computing the causal effect using the same procedure as for the other models.
We report the details about how the metrics were computed for GPT-3 in Appendix F.
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by large-scale models but are not present in smaller-scale models, and thus cannot be predicted by
simply extrapolating the performance improvements on smaller-scale models. In our case, the ability
of reasoning robustly appears to develop in an emergent way. Stronger evidence supporting this
theory could be obtained evaluating models with size in the range 6-175B parameters.

4 Conclusion
In this paper, we proposed a framework to disentangle and separately measure the effect of different
factors influencing the predictions of LLMs. Our framework provides a set of robustness indicators,
and also opens new future directions to design behavioral tests of models in a more causal, principled
way.
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using/curating? [Yes] The data is available under the MIT license.
(e) Did you discuss whether the data you are using/curating contains personally identifiable

information or offensive content? [Yes] See Section B
5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]

A Limitations

A key limitation in our work is that LLMs might have seen these math problems. Our work
theoretically assumes this is not the case. Another limitation is that for sake of simplicity, our work
makes some assumptions. For example, we assume all numbers in the range of integers 0 to C=300.
This would not cover every MWP out there. And future work is needed to generalize our framework
to other forms of MWPs. In this work, we are also constrained by the limitations of the OpenAI
policy on the GPT-3 API. This limits the number of perturbations we consider in this work as well as
the accuracy with which we can estimate our causal distributions. Finally, our work is restricted to
English, and extending it to other languages will require us to create a MWP dataset in that language.

B Ethical Considerations

As for the ethical practice in this work, the data involved are from existing MWP datasets with no
private user information, and available under the MIT license. As for the ethical impact of the use of
this work, the study is about providing a metric and analyzing existing models’ robustness, so there is
less concern over harmful usage. Rather, it is more about putting checks on existing AI models and
helping humans understand them better before use. Potential stakeholders that could benefit from this
research include NLP researchers working on math models, and people involved with applications
about math questions in text and e-learning design.

C Details About the Data

Datasets For our analyses, we use instances of math word problems from three popular datasets:
ASDiv-A [11], MAWPS [9], and SVAMP [14]. The examples contained in these collections are pairs
(t, o) consisting of a question template t with its annotated operation o. Each of these pairs can be
instantiated multiple times into problems Q : ((t, (n1, n2)), g) by filling the template with numerical
values n1, n2 and computing the ground-truth result g = fo(n1, n2).

The textual template t consists of a context (describing a real-world state and/or actions) and a
question. In order to obtain suitable prompts for the models, we convert the problems’ questions into
statements where the result of the problem is expected to be the first token after the prompt. E.g., in
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the example in section 2, how many trees will he have? is converted into the number of trees that he
will have is. We consider templates describing a two-variable expression from the union of the three
datasets, and we filter out instances for which the conversion into statement is not possible.

Prompt Creation From the MWP templates of the SVAMP/ASDiv-A/MAWPS collection (we
consider all splits), we select the templates describing a simple two-variable expression. We then
filter out the templates whose questions do not start with How many..., and we use spaCy4 to identify
the subject, the object and the verbs in the sentence. This allows us to convert the last sentence of the
template from The number of... is. This way, we obtain 437 statement-based MWP templates. We
manually checked a subset of the templates to identify possible mistakes in the conversion procedure.

We obtain in this way a set of ∼400 template-expression pairs that we use to generate pairs of
prompts representing an intervention. For the sake of consistency, we keep the notation t to refer to
the statement-converted template, and we use (t, (n1, n2)) to refer to an instantiated template that we
use as prompt.

C.1 Intervention Data

Given an MWP Q : ((t, (n1, n2)), g), we generate a second problem instance Q′ ∈
{((t′, (n′

1, n
′
2)), g

′) | C} using a set of constraints C depending on the type of causal effect CE
we want to measure and on the considered variable.

Intervening on N . When intervening on the numbers in the problem, the sets of constraints C take
the following form:

CE = DCE(N → R) =⇒ C = {s = s′, o = o′, n′
1 ̸= n1, n

′
2 ̸= n2, g

′ = g}
CE = TCE(N on R) =⇒ C = {s = s′, o = o′, n′

1 ̸= n1, n
′
2 ̸= n2, g

′ ̸= g}.

That is, the text of the problem is kept unaltered and a set of new numbers N = {n1, n2} is sampled
in such a way that the result g is affected or not depending on the effect what is being measured.

Intervening on T . When changing the textual description of the problem, we have:

CE = DCE(S → R) =⇒ C = {s ̸= s′, o = o′, n′
1 = n1, n

′
2 = n2, g

′ = g}
CE = TCE(T on R) =⇒ C = {s ̸= s′, o ̸= o′, n′

1 = n1, n
′
2 = n2, g

′ ̸= g}.

In other words, we change t such that either o′ = o, or o′ ̸= o. In the former case we sample a
different template t′ = (s′, o) from the set of templates describing the same operation o, in the latter
case we sample a new t′ describing a different operation.

Given a model P , we use the pair (Q,Q′) to obtain a pair of distributions P (R|(t, (n1, n2))) and
P (R|(t′, (n′

1, n
′
2))), which we use to measure the causal effect of the intervention. We consider the

result spaceR = {1, 2, . . . , C} consisting of integer values, following the setup of several existing
MWP datasets [11; 9; 14]. To control our experimental costs and make sure the models keep the
number as one token, we set C = 300. And we additionally enforce Ni ∈ {1, 2, . . . , C}, ∀Ni ∈N .
From all the tokens in a model’s vocabulary, we focus on the probability assigned to the numbers in
our result spaceR, and thus we use P (R = r) to denote the normalized probability Praw(R = r)/Z,
where Z =

∑C
r=1 Praw(R = r), and Praw(x) is the raw probability score assigned to the vocabulary

token x. For each intervention type, we generate a dataset D consisting of (Q,Q′) pairs. Unless
otherwise specified, for our experiments we generate 500 intervention pairs for each template, and
results are average over three seeds.

D Details About the Metrics

We use the same notation as in Section 2.3.

Relative Change in Confidence. Inspired by Finlayson et al. [7], we highlight the change in terms
of the relative difference in the probability assigned to g and g′. We formulate two types of relative

4https://spacy.io
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change, one quantifying the relative change in the confidence of g, and the other quantifying the
relative change in the confidence of g′:

∆rel =
P (g)− P ′(g)

P ′(g)
(6)

∆′
rel =

P ′(g′)− P (g′)

P (g′)
. (7)

We quantify the overall relative change in confidence (RCC) as the average of the two relative changes
above:

drcc(P, P
′) =

 1
2

Å
∆rel +∆′

rel

ã
if g ̸= g′

max
(
∆rel,∆

′
rel

)
if g = g′ .

(8)

A Unified Form. We are interested in the average causal effect of the intervention across all problems
in D:

CEmetric(R | do(X : x→ x′)) (9)
=CEmetric(X on R) (10)

=EQi∈D

[
dmetric(Pi, P

′
i )

]
, (11)

∀metric ∈ {rcc, cp}, where Pi and P ′
i are the pre- and post-intervention distribution for Qi ∈D.

E Additional Results

E.1 Effect of T on R
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Figure 3: Comparison of DCE(S → R) and
TCE(T on R). ∗approx values, see Appendix F.

In Figure 3 we report the total causal ef-
fect of the question T and the direct causal
effect of the irrelevant text elements S on
the model’s prediction. The considerations
made for the effects of N can be drawn
in this case as well: larger models show
a larger TCErcc/DCErcc ratio. For mod-
els smaller than GPT-J, this ratio is ≤ 1,
which indicates that an intervention in the
textual description of the MWP leads to a
comparable effect both when affecting the
ground truth result (i.e. when g = g′) and
when g ̸= g′. The large TCErcc/DCErcc

ratio of GPT-3 Davinci (∼280) suggests
that the model tends to adjust its predic-
tion accordingly after a result-altering in-
tervention, more than varying the probabil-
ity score assigned to the correct solution
after an intervention that does not affect
the result of the problem. For dcp, GPT-
3 Davinci shows a substantial difference
(57%) between direct and total effect, as
observed for N .

E.2 Heatmaps

For a different visualization of the direct
causal effect of N on the the model’s pre-
diction. We report the heatmaps showing
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Figure 5: Heatmaps displaying P (g) for Distil-GPT-2 (left) and GPT-J-6B (center) and GPT-3
Davinci (right). The probability values for each combination of ((n1, n2), g) are averaged over 20
different templates. Probability values over 0.2 are displayed with the darkest color.

the probability assigned by the model to the result g of a math problem (t, (n1, n2), g) | g =
n1 + n2, ∀g ∈ {0, 1, . . . , 50}, ∀(n1, n2) ∈ {0, 1, . . . , 50} × {0, 1, . . . , 50}. For Distil-GPT-2 we
observe low overall probability assigned to g and diagonal patterns indicating a consistency in as-
signing higher probability to specific results (e.g., 10, 20, 30, 40, 50). For the two larger models we
notice higher probability mass assigned to the problem’s result, but less consistency on the prediction
of the same result with different sets of operands (this is true for GPT-J in particular). This result
is consistent with the observed higher DCE and TCE in larger models: P (g) might vary more
considerably when intervening on the N without affecting g, but overall the model assigns higher
probability weight to the correct result, which correlates with higher sensitivity.

E.3 Quantitative Validation of our Framework
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Figure 4: Average precision of the models on the gener-
ated instances of MWPs. Results are averaged over two
sets consisting of 500 problem instances generated for
each template. The lower figures shows a zoomed-in
visualization of the precision at 1.

We examine the relationship between per-
formance and robustness, computing the
Pearson correlation coefficient between ac-
curacy (precision@10) and the relative
confidence change (RCC) metric. On
a per-template basis (500 instances for
each template), we found accuracy to be
positively correlated with TCE(N on R)
and TCE(T on R) (0.24 and 0.49, re-
spectively) and negatively correlated with
DCE(N → R)and DCE(S → R) (-0.26
and -0.36, respectively). We see these re-
sults as a quantitative validation of the intu-
ition behind our framework: the better the
model’s performance, the more the model
tends to correctly adjust its prediction after
a result-altering intervention (higher sensi-
tivity) and to correctly not change its pre-
diction after a result-preserving interven-
tion (higher robustness).

Moreover, We conduct another sanity
check as in Patel et al. [14]: removing the
question from the MWP templates, we ob-
serve a sensitivity-robustness degradation
to random guessing. This indicates that the
measurement of the causal effects within
our framework is not affected by patterns in
the templates that might have been picked
up or memorized by large models.

We additionally report in Figure 4 the precision of the models on the generated instances of
MWPs, which shows an improvement with the model sizes that follows a similar trend as the
robustness/sensitivity changes we observed.
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F Computation of Causal Effects for GPT-3

We accessed GPT-3 through the OpenAI APIs, which allow a user to prompt the model and obtain
the probabilities assigned by the model to the k-th most likely vocabulary entries, for each token
generated. To overcome this limitation, we approximated the the relative probability change drcc as
follows, depending on the kind of effect measured.

The limit for k is set by OpenAI to 5. However, for our main set of experiments (i.e., computing
the causal effects of N , S, and T ) we were granted an increased limit of k to 100. This allowed us
to obtain reasonable estimates for the causal effects, as the number of cases in which P (g) is not
defined are less than 10% of the number of examples that we consider.

F.1 TCE(N on R) and TCE(T on R)

In cases when P (g) is defined (i.e., when g appears in the top k token predictions) and P ′(g) is not
defined, we compute a lower bound on the relative change using the upper bound on P ′(g) given by
the probability of the k-th most likely token. This gives us a conservative estimate of ∆. For cases in
which P (g) is not defined, we cannot say anything about the relative change, and we set ∆ = 0. The
same applies swapping P and P ′. This procedure is illustrated by Algorithm 1.

Algorithm 1 Computation of drcc for GPT-3
Q = (t, (n1, n2), g)
Q′ = (t′, (n′

1, n
′
2), g

′)
if P (g) is defined then

if P ′(g) is defined then
∆ = P (g)−P ′(g)

P ′(g)

else
P̂ ′ ← P ′(k-th most likely token)
∆ = P (g)−P̂ ′

P̂ ′

end
else

∆ = 0
end
if P ′(g′) is defined then

if P (g′) is defined then
∆′ = P ′(g′)−P (g′)

P (g′)

else
P̂ ← P (k-th most likely token)
∆′ = P ′(g′)−P̂

P̂

end
else

∆′ = 0

end
drcc =

1
2 (∆ +∆′)

F.2 DCE(N → R) and DCE(S → R)

In this case we simply discard the examples for which P (g) is not defined or P ′(g) are not defined.
In that is not the case, then we compute drcc as in Section D.

F.3 Heatmap Illustration

The heatmap for GPT-3 displayed in Figure 5 was computed by taking the raw probability score
produced by the model over the whole vocabulary, as the limit on the available top predicted tokens
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makes it impossible to normalize it over the set {0, . . . , 300}, as done for the other models. The
probability was set to 0 when g did not appear in the model’s top 5 predictions for the next token
after the prompt.

G Computing Infrastructure & Inference Details

To run our experiments, we use a single NVIDIA TITANRTX with a 24GB memory for all the
versions of GPT-2 and GPT-Neo. We use a single NVIDIA A100 with a 40GB memory for GPT-J-6B.
We access GPT-3 using the OpenAI APIs. Running the largest locally-stored model (GPT-J-6B) on
the four kinds of experiments related to the four kinds of effects measured took ∼12 hours, using
500 MWP instances for each of the 437 templates. Due to budget constraints, the experiments on
GPT-3 were carried out using 20 examples generated for each template, and took ∼7 hours. We use
HuggingFace Transformers [29] to access the models except GPT-3. Experiment tracking was carried
out using Weights & Biases5.

5http://wandb.ai/
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