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Abstract

Recent work has shown that prompting language models to generate reasoning
steps improves performance on many reasoning tasks. When moving beyond
prompting, this raises the question of how we should supervise the finetuning
of such models: outcome-based approaches which supervise the final result, or
process-based approaches which supervise the reasoning process itself? Differences
between these approaches might naturally be expected not just in final-answer errors
but also in reasoning errors, which can be difficult to detect and are problematic
in many real-world domains such as education. We run the first comprehensive
comparison between process- and outcome-based approaches trained on a natural
language task, GSM8K. We find that pure outcome-based supervision produces
similar final-answer error rates with less label supervision. However, for correct
reasoning steps we find it necessary to use process-based supervision or supervision
from learned reward models that emulate process-based feedback. In total, we
improve the previous best results from 16.8% → 12.7% final-answer error and
from 14.0% → 3.4% reasoning error among final-answer-correct solutions.

1 Introduction

Recent work has shown that asking language models to use step-by-step reasoning improves perfor-
mance on reasoning tasks (Shwartz et al., 2020; Nakano et al., 2021; Cobbe et al., 2021; Wei et al.,
2022; Kojima et al., 2022; Lewkowycz et al., 2022). While these works have primarily focused on
prompting language models, prior work suggests that finetuning should outperform prompting alone
(Stiennon et al., 2020; Perez et al., 2021; Ouyang et al., 2022). This raises the question of how best
to supervise such models. Two natural approaches are outcome-based approaches, which supervise
the final result, and process-based approaches, which supervise each step of the reasoning process,
including the last step outputting the final result.

In this work, we conduct the first comprehensive comparison between process- and outcome-based
approaches trained on a natural language task. For this, we use the recently proposed GSM8K dataset
(Cobbe et al., 2021) of math word problems. In all cases, we generate a sequence of reasoning
steps leading to the final answer, but vary whether or not supervision is provided only on the
final answers (outcome-based) or on individual reasoning steps (process-based). For process-based
approaches we consider supervision provided by both offline human-generated reasoning traces from
the GSM8K dataset itself, as well as online human correctness annotations, which we collect for
each step of model-generated samples. We compare these approaches in the context of a number of
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Figure 1: Method Overview. This schematic provides an overview of the various modeling and
training components considered and how they fit together. Some details (covered in the text) are
ommitted for readability.

different modeling and training components, including: few-shot prompting, supervised fine-tuning,
reinforcement learning (RL) via expert iteration, and reward modeling for both reranking and RL.

Throughout, we consider two primary metrics: trace error rate, which measures how often the model
makes any mistake in its reasoning trace according to human annotators, and final-answer error
rate, which only considers the model’s final answer and ignores the reasoning trace. By “reasoning
trace” we refer to all steps of reasoning, including the last step which in GSM8K is the final numeric
answer. While process-based approaches may provide multiple benefits, including encouraging
human understanding of the problem domain, here we concentrate on investigating their effect on
the trace error rate. We do so because trace error rate is directly measurable and of interest in many
settings. For example, in educational settings, an answer without an (understandable) explanation
may often confuse more than it explains. Recent findings suggest that outcome-based approaches
often lack in this area. For example, work on natural-language-based reasoning (Zelikman et al.,
2022; Creswell et al., 2022) suggests that models optimized exclusively for final-answer correctness
can often produce the correct final answer, even when their generated reasoning traces are incorrect.

2 Methods

Our goal is to train a system for the sequence-to-sequence task (Sutskever et al., 2014) of taking the
text of a problem as input and generating the text of an answer as output. For math word problems,
the answer is a full reasoning trace: a newline-separated sequence of steps, where the last step
is expected to provide the final answer. For GSM8K, the final answer is always an integer. Our
approach broadly follows prior work on RL for language models (LMs) (Ziegler et al., 2019; Nakano
et al., 2021; Menick et al., 2022). We use an LM as a policy, which maps the problem statement
and steps-so-far to a next step. In the RL formalism, this treats each step as an action, and the
observation is provided by all the tokens so far. The policy can be obtained through any of few-shot
prompting, supervised finetuning (Section 2), or RL (Section 2). We also train LMs as reward models
(Section 2), which score proposed full or partial completions from the policy, and can be used both
for reranking samples from the policy, or as the source of rewards during reinforcement learning. All
of our models are based on a 70 billion parameter pre-trained LM. (Hoffmann et al., 2022) In the
following subsections, we describe how we train and assemble these components. See Fig. 1 for an
overview and the appendix for additional details, discussion of the dataset, evaluation metrics and
human data annotation procedures.

Supervised finetuning In supervised finetuning (SFT), we finetune an LM to maximize the log-
likelihood of a sequence of target tokens, given a sequence of input tokens.

Reward models We evaluate two main approaches to training reward models (RMs) (Christiano
et al., 2017; Ziegler et al., 2019; Menick et al., 2022), also known as verifiers (Cobbe et al., 2021). In
both approaches, we implement the RM as an LM, trained to predict a binary label as either a ‘correct’
or ‘incorrect’ token after each step. In the outcome-supervised RM (ORM), the binary label for
each step indicates whether the resulting final answer of that full sample matched the reference final
answer, as proposed by Cobbe et al. (2021). For the process-supervised RM (PRM), the binary label
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Error rate (%)
Approach Base model Trace Final-answer

Few-shot (Wang et al., 2022; Wei et al., 2022) PaLM-540B 14.0 25.6
Few-shot (Lewkowycz et al., 2022) Minerva-540B - 21.5
Few-shot+Final-Answer RL (Zelikman, 2022) GPT-J-6B - 89.3
Few-shot, ORM reranking (Li et al., 2022) Codex-175B - 16.8
Zero-shot (Kojima et al., 2022) InstructGPT-175B - 59.3
SFT, ORM reranking (Cobbe et al., 2021) GPT-175B - 45.0

N
o

R
M


Few-shot Our Base-70B - 41.5
Few-shot+Final-Answer RL Our Base-70B 19.8 (7.9-31.7) 23.5
SFT+Final-Answer RL Our Base-70B 12.1 (4.6-19.6) 20.2
SFT Our Base-70B 11.4 (4.8-18.0) 22.3

R
M

R
er

an
k


Few-shot, ORM reranking Our Base-70B - 27.8
Few-shot+Final-Answer RL, ORM reranking Our Base-70B 12.4 (2.1-22.8) 16.6
SFT+Final-Answer RL, ORM reranking Our Base-70B 3.7 (0.5-6.9) 14.2
SFT, ORM reranking Our Base-70B 4.4 (0.6-8.3) 14.8
SFT, PRM reranking Our Base-70B 3.5 (0.5-6.5) 14.1

R
M

-R
L

{ Few-shot+ORM-RL, ORM reranking Our Base-70B 5.5 (2.6-8.4) 13.8
SFT+ORM-RL, ORM reranking Our Base-70B 3.4 (0.0-6.8) 12.7
SFT+PRM-RL, PRM reranking Our Base-70B 3.8 (0.5-7.1) 12.9

Table 1: Results overview. We show trace and final-answer error rates. Trace error rates are averaged
across raters. In parentheses, we provide a min-max range, depending on whether errors require both
raters to agree (min) or just a single rater (max). While there is significant noise in the trace error
rates, we can still observe general trends. Within each group, we list approaches in order from most
outcome-based (top) to most process-based (bottom), other than the few-shot model, which we do
not classify as there is no finetuning procedure to supervise.

after each step indicates whether the steps so far are correct. Because we lack reliable programmatic
means for determining the correctness of intermediate steps, we use human annotations for these
labels, as described in Appendix C.

For test-time decoding, we first sample K = 96 full solutions from the policy, and then select the
best sample, either by ensembling or with an RM. When no RM is available, we use majority voting
(Wang et al., 2022). For this, we first select the most common final answer from the K samples, then
select a random sample from among those yielding this selected final answer. Otherwise, we use
RM-weighted decoding, also called verifier-voting by Li et al. (2022). Here, we weight each sample
according to the RM-estimated correctness probability, select the final answer with the largest total
weight, and then select the sample with the highest RM score from those yielding the selected final
answer.

RL via Expert Iteration All our RL experiments use expert iteration (Silver et al., 2017; Anthony
et al., 2017) which alternates between (1) policy improvement, i.e. sampling from the current model
and filtering these samples, and (2) distillation, training a new model using these filtered samples.
The initial base policy can be either the SFT policy, or a 5-shot prompted version of our base LM.

We consider three versions of the policy improvement procedure. In the Final-answer RL approach,
also called Self-taught Reasoner and proposed by Zelikman et al. (2022), we generate K full traces
per problem and filter by final-answer correctness. In the ORM-RL/PRM-RL approaches we instead
select the sample with the highest score according to the ORM/PRM model.

3 Results

Our results are summarized in Table 1. The ORM-RL and PRM-RL models achieve a final-answer
error rate below 13%, improving on the 16.8% final-answer error for the current state-of-the-art
model (Li et al., 2022). This is despite the fact that Li et al. (2022) use a base model which is better
suited to math (Codex-175B), reporting 23.3% few-shot final-answer error, compared to 41.5% for
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our few-shot base model. Our final-answer error rate is further reduced to 2.7% when the model is
allowed to abstain on only 30% of questions. The ORM-RL and PRM-RL trace error rates, of 3.4%
and 3.8% respectively, significantly improve on the 14% reported by the best prior work (Wang et al.,
2022; Wei et al., 2022). Beyond these quantitative results, we highlight four key takeaways:

Supervising final-answer correctness alone suffices for low final-answer error rate. The SFT
and Few-shot+Final-Answer RL models attain similar final-answer error rates both without an RM
(22.3% vs. 23.5%) and with an ORM (14.8% vs. 16.6%). This is notable, as Few-shot+Final-Answer
RL only requires supervision of the final answers, rather than the full reasoning traces.

ORM-supervised reward models approximate PRM labels. Despite the fact that ORMs are only
trained to predict whether the final answer is correct, we find that ORM predictions tend to agree
more with the PRM labels than with the ORM labels themselves (85% vs. 77% averaged over all
steps). We suspect this is because it is simpler for the ORM to learn to recognize when steps are
correct, than it is to check the answer by internally computing the final answer itself, however this
effect may be specific to our domain.

Low trace error requires either process-based feedback or a reward model that emulates it.
Table 1 shows that despite similar final-answer error rates, there is a significantly higher trace error
rate for the outcome-based Few-shot+Final-Answer RL with ORM reranking vs. the process-based
SFT with ORM/PRM reranking model (12.4% vs. 4.4%/3.5%). However, we find that when we train
the few-shot RL model using an ORM (Few-shot+ORM-RL) rather than training directly against
final-answer correctness, the trace error drops significantly from 12.4% to 5.5%, closing much of
this gap. We believe this results from the previous finding, i.e. that the ORM is basically learning to
emulate the PRM allowing the model to learn from emulated process-based feedback and resulting in
relatively low trace error rates.

4 Related work

Math word problems have been a popular domain for studying reasoning in LMs (Kushman et al.,
2014; Ling et al., 2017; Amini et al., 2019; Miao et al., 2020; Hendrycks et al., 2021; Cobbe et al.,
2021; Ouyang et al., 2022; Kojima et al., 2022; Li et al., 2022; Brown et al., 2020; Chen et al., 2021).
Several papers have demonstrated that few-shot prompting alone can lead to impressive performance
on GSM8K (Chowdhery et al., 2022; Lewkowycz et al., 2022; Wei et al., 2022; Wang et al., 2022).

We focus on finetuning because we are interested in the effects of different feedback procedures, and
because it significantly outperforms prompting alone for our base LM. The original GSM8K paper
(Cobbe et al., 2021) demonstrated significant improvements from reward models or verifiers, and we
use their ORM approach. Li et al. (2022) also study RMs and propose a heuristic-based step-aware
RM, which slightly degrades performance on GSM8K, but boosts performance on a wide range of
other benchmarks. We find that human evaluations of each step provide an improvement. We also use
STaR (Zelikman et al., 2022) (referred to as Few-shot+Final-Answer RL throughout this paper), and
show its GSM8K final-answer error can be reduced from their reported 89% to 23.5% through the
use of a better base model (Hoffmann et al., 2022) and further reduced to 13.8% by using RM-based
RL instead of their final answer RL procedure. In contrast to the above prior work, we not only
show improved performance, but also provide a comprehensive comparison across different types of
feedback, with a focus on trace error rate in addition to final-answer error rate.

Moving beyond math problems, much work studies multistep reasoning for LMs focusing either
exclusively on outcome-based or process-based approaches (Lewkowycz et al., 2022; Ouyang et al.,
2022; Perez et al., 2020; Shwartz et al., 2020; Wei et al., 2022; Kojima et al., 2022; Wu et al., 2021;
Creswell et al., 2022; Nye et al., 2021; Zelikman et al., 2022). While most prior work on head-to-head
comparisons of process- and outcome-based approaches has been on algorithmic tasks such as sorting
numbers, which avoid working with human data (Graves et al., 2014; Reed and De Freitas, 2015; Li
et al., 2016; Cai et al., 2017; Christiano et al., 2018). In contrast, we directly compare outcome-based
and process-based techniques on a natural language task, and include a detailed analysis of trace error
rates. WebGPT (Nakano et al., 2021) is the closest work to ours, however, we more comprehensively
explore both process- and outcome-based supervision, additionally evaluating process-supervised
RMs, the PRM-RL approach, and purely outcome-supervised RL policies (without SFT).
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A Dataset and evaluation metrics

We conduct all experiments on the GSM8K dataset (Cobbe et al., 2021), composed of grade school
math word problems. We chose GSM8K because it is a competitive benchmark, and contains natural
language reasoning traces. We focus on a single dataset, since the need to recruit human annotators
with the domain expertise to accurately evaluate reasoning traces imposes a large up-front cost. We
split out our own validation set of 256 examples from the original training set, which leaves us with
7118 training and 1319 test examples.

We report two main metrics for all methods evaluated on the GSM8K test set. Final-answer error rate
is the fraction of problems for which the method does not produce the correct final answer. Because
all final answers on GSM8K are integers, this can be measured with exact string matching. Trace
error rate is the fraction of problems with correct final answers for which the method produces at
least one incorrect reasoning step. We estimate this via human annotations of the correctness of each
reasoning step, which is detailed in Appendix C.

We report final-answer and trace errors as two separate metrics because we are particularly interested
in errors which remain undetected after checking easily verifiable metrics (in this case, final-answer
errors). For example in an educational setting it is important to show a student the correct steps to get
the answer, and we can easily filter out incorrect traces that lead to the wrong answer, but it is much
more difficult to filter out incorrect traces that lead to the correct answer.

B Training Details

B.1 SFT

We finetune using AdamW (Loshchilov and Hutter, 2017) with a learning rate of 2 × 10−6 and a
batch size of 256. We stop finetuning once the language modeling loss begins to increase on the
validation set. For our SFT model, this happens after 70 steps, amounting to slightly more than 2
training set epochs.

B.2 Reward Models

Unless otherwise noted, for all approaches which include an ORM, we train the ORM using samples
from the policy for that approach, taking K = 96 samples with temperature 1.0,

We follow Cobbe et al. (2021) and regularize with dropout, with a dropout parameter of 0.1, and
otherwise reuse the hyperparameters used for SFT from Section 2. To speed up learning in the
SFT-based approaches, we initialize the ORM training using the SFT model parameters, while for the
few-shot based approaches we initialize from the base pretrained LM. For the PRM, we annotate 3
samples per problem from the SFT policy, restricting to problems where the SFT majority prediction
(see ??) was incorrect, in order to make the most of our human annotation budget. Due to the small
size of our human-annotated dataset (1560 full solutions), we initialize the PRM parameters to the
ORM parameters and lower the learning rate to 1× 10−7. The RM loss curves have some fluctuation,
and so we select the RM with the best validation loss before 2000 steps.

B.3 Decoding

We sample with temperature T = 1.0, and use the syntax from Cobbe et al. (2021) to allow the
model to decide when to use a calculator. In early experiments, we also tried RM reranking after each
generated step (rather than the full solution), but found that this led to slightly worse performance,
increasing final-answer error by 1-2%.

Formally, in RM-weighted decoding we select the final answer f∗ =
argmaxf

∑
yi:final_ans(yi)=f rm_prob(yi), where y1, . . . , yK are the model samples, then se-

lect the best sample according to y∗ = argmaxy:final_ans(y)=f∗ rm_prob(yi). This works slightly
better compared to simply selecting the sample with the highest RM score (improving final-answer
error rate about 1% with the SFT model, and slightly more with the RL models). However, we note
that both majority voting and RM-weighted decoding are slightly less general due to their reliance on
exact string-matching between final answers.
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B.4 RL via Expert Iteration

We note that, aside from the 5 random training examples used for the prompt, none of the few-shot-
based approaches ever use the intermediate reasoning steps provided in the GSM8K dataset, our
human annotations, or any models derived from this data. When initializing from the SFT model, we
follow Polu and Sutskever (2020) and reuse expert samples from each iteration, so that our training
set grows each epoch. We do not do this with few-shot approaches because in that setting, the
samples from the early epochs have many trace errors which we do not want the RL model to imitate.
Correspondingly, there are several minor implementation differences between the two cases, which
we note below

Policy Improvement For the few-shot version, we select all traces yielding the correct final answer,
while for the SFT-based version, we only use one randomly chosen sample per problem. In the
ORM-RL approach, we generate K full traces per problem, and select the sample with the highest
score according to the ORM model. In the PRM-RL approach, we instead treat each step as an
individual episode. At each step, we generate K candidate steps, select the candidate with the highest
PRM score, and continue from the selected step until the model outputs a step with the final answer
indicator text, or a maximum of 15 steps. We set K = 96 across all experiments. For few-shot-based
approaches, we retrain the RM after every expert iteration. For SFT-based approaches, we skip this
step and use a fixed RM, since somewhat surprisingly, this did not make a significant difference in
preliminary experiments.

Distillation For distillation, we use the same hyperparameters as SFT. As with SFT, we apply early
stopping by validation loss, where our validation set is constructed from expert policy samples on the
validation set. For SFT-based approaches, we initialize with the SFT parameters at each distillation
step, while for few-shot-based approaches, we initialize with the base model parameters.

C Data annotation

As discussed in Section 2, the PRM is trained on stepwise labels indicating whether the steps so
far are correct. To collect this data, we present human annotators with the problem statement, the
reference solution from GSM8K, and the generated model solution, and ask them to indicate the first
model step with a major mistake, if any exist. Our instructions define a major mistake as “a step
where the information expressed is incorrect, or it would no longer be possible to reach the correct
solution without undoing that step”. From these annotations, we can label every step with a binary
label indicating whether the steps so far are correct: all steps before the first major mistake are labeled
‘correct’, while the remainder are labeled ‘incorrect’.

We applied a small amount of dataset cleaning by removing samples from annotators with low
inter-annotator agreement (measured on the 20% of solutions where we used duplicate labelling),
as well as those from GSM8K problems flagged by annotators as ambiguous. This removed about
20% of our data, leaving annotations for 1560 model samples across 530 training set problems,
corresponding to 9856 step-level binary labels. For the validation set, we used the same procedure,
but added duplicate labelling and a manual pass by the paper authors to resolve inter-annotator
disagreements. Our validation set contained 162 model samples, with 913 total steps. For evaluation,
we used 200 problems with correct final answers per model. This was done for each of the 10 models
in Table 1, again with duplicate labelling.

Participants and pay The full details of our study design, including compensation rates, were
reviewed and approved by our independent ethical review committee. All participants provided
informed consent prior to completing tasks and were reimbursed for their time. It is our policy that
researchers must pay workers/participants at least the living wage for their location.

Training dataset problems For constructing the PRM training dataset, we used samples from the
SFT model. Due to a limited annotation budget, we only annotate problems where the SFT majority
voting prediction is incorrect, since this focuses training on difficult problems, and still includes a
mix of correct and incorrect samples due to annotating 3 model solutions per problem.
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Quality assurance Since evaluating the accuracy of solutions to mathematical problems is a special
skill, we ran a preliminary qualification study before using annotations from participants for training
or evaluation. For the qualification annotation tasks, we selected model solutions where three authors
unanimously agreed on the first major mistake, and required participants to annotate at least 3 out of
4 such solutions correctly. In total, 21 / 91 candidates were included in our annotator pool.

Additionally, we used duplicate annotations for 20% of the training problems. We removed ratings
from annotators who had an inter-annotator agreement rate below 75% on doubly-rated problems. On
manual inspection, we found that these annotators had typically made errors in this disagreeing cases.
This removed data from 4 / 21 annotators, amounting to 21% of our originally labelled training data,
leaving us with 530 annotated problems (compared to 675 originally).

After quality assurance steps, using the same set of duplicated problems, we measure inter-rater
agreement rate of 92% and Cohen’s κ of .915 for the task of predicting the first incorrect step. Note
that this estimate will be slightly biased upwards as we filtered raters based on this same set, but as
the inter-rater agreement rate is fairly bimodal across raters, this effect should be relatively small.

For the evaluation, we gather duplicate annotations for all ratings, and see an inter-rater agreement
of 87%, with Cohen’s κ of .34 on the binary task of labelling the full trace as correct. Inter-rater
agreement is significantly lower than on the training set. We attribute this to the fact that for evaluation
we only annotate traces with the correct final answer, and observe that when the final answer is
correct, mistakes in the reasoning can be quite subtle, while when the final answer is incorrect the
reasoning mistakes are often more clear cut.
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